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Korovkin-type theorem which is one of the fundamental methods in approximation theory to describe uniform convergence of
any sequence of positive linear operators is discussed on weighted L , spaces, 1 < p < co for univariate and multivariate functions,
respectively. Furthermore, we obtain these types of approximation theorems by means of o/-summability which is a stronger

convergence method than ordinary convergence.

1. Introduction

The fundamental theorem of Korovkin [1] on approximation
of continuous functions on a compact interval gives con-
ditions in order to decide whether a sequence of positive
linear operators converges to identity operator. This theorem
has been extended in several directions. One of the most
important papers on these extensions is [2] that where
the author obtained Korovkin-type theorem on unbounded
sets for the weighted continuous functions on semireal axis.
Korovkin-type theorems were also studied on L ,-spaces (see
(3, 4]).

The extension of Korovkin’s theorem from compact inter-
vals to unbounded intervals for functions that belong to L ,-
spaces was obtained by Gadjiev and Aral [5]. We recall some
notations presented in that paper. Let R denote the set of real
numbers. The function w is called a weight function if it is
positive continuous function on the whole real axis and, for a
fixed p € [1, 00), satistying the condition

Jﬁ%mw<m. 1
R

Let Lp’w([R) (I £ p < ©0) denote the linear space of
measurable, p-absolutely integrable functions on R with
respect to weight function w; that is,

L,y (R)

1/p
={f:|R—>[R; “fllp,w:<JR|f(t)|pw(t)dt> <00}.
(2)
The analogues of (1) and (2) in multidimensional space

are given as follows. Let ) be a positive continuous function
in R”, satisfying the condition

Juﬁnmm<m, (3)
.

and for 1 < p < co one has
Lya(RY)

1/p
=1f: R"—R; ||f||P,Q=<JRn |f(t)|pQ(t)dt> <oo]>.
(4)



The authors obtained Korovkin-type theorems for the
functions in L po(®) and also in L p)Q(R”). The aforemen-
tioned results are the extensions of Korovkins theorem on
unbounded sets and more general functions spaces by ordi-
nary convergence.

On the other hand, most of the classical operators tend to
converge to the value of the function being approximated. At
the points of discontinuity, they often converge to the average
of the left and right limits of the function. However, there are
exceptions which do not converge at points of discontinuity
(see [6]). In this case matrix summability methods of Cesaro
type are strong enough to correct the lack of convergence [7].

Let of := {A"} = (a(")) be a sequence of infinite matrices

with non-negative real entrles For a sequence x = (x;), the
double sequence

Ax = {(Ax); + k, n e N}, (5)

defined by
(Ax)} = Za(”) (6)

is called o/-transform of x whenever the series that converges
for all k, n, and x is said to be &/-summable to [ if

hm Z (")x- =1 (7)

uniformly in 7 ([8, 9]). If A" = A for some matrices A, then
&f -summability is the ordinary matrix summability by A, and
ifa,(c;‘):l/k,forngj§k+n(n:1,2,3 ) _

0 otherwise, then o/-summability reduces to almost con-
vergence [10]. Replacing the ordinary convergence by /-
summability some approximation results have been studied
in [11-13] and in the special cases [14, 15]. Also, Korovkin-type
theorems in weighted space via &/-summability have been
studied in [16, 17].

Our purpose in the present paper is to obtain Korovkin-
type theorems on weighted L, spaces in univariate and
multivariate case via o/-summation process. More precisely,
a sequence {L} of positive linear operators from L, into
L, is called an of-summation process on Ly if (L (f)) is

pw
g/-summable to f forevery f € L, ; thatis,

DR anda

pw’

hm =0, uniformlyinn, (8)

YallL,(f)- 1
j=1

pw

where it is assumed that the series in (8) converges for each
k, n, and f. Considering this fact we extend (8) to space
of sequences of linear positive operators to approximate the
functions that belong to L, , spaces via matrix summability
method.
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2. Main Result

Throughout this section we will use the following notations:
AP f; x) is the double sequence:
o N0
A (fix) = Zak:.' Li(f(t)sx), n=12..., (9)
=1
and minimum and maximum values of the weight function
w on finite intervals will be denoted by w,;, and w,,,,
respectively.
Now we present the following main result.

min

Theorem 1. Let &/ = {A"} be a sequence of infinite matrices
with nonnegative real entries and let {L;} be a sequence of
positive linear operators from L, , into L, . Assume that

Snl’llf)"A(kn) 5L < 0Q. (10)

pw pw

If
lilrcn sgp"A(kn) (ti; x) - xi||P’w =0, i=0,12, ()

then for any function f € L, ,(R), one has

limsuplai” f - 1], = 0. (12)

Proof. Let xi(t) be the characteristic function of the interval
[-A, A] and Xf(t) =1- Xf(t) for any A > 0. We can choose
a sufficient large A such that for every e > 0

17, < (13)

Using the assumption of the convergence of the series (9)
for each k, n, and f and the linearity of the operators L ;, we
get

supl 4 = 1],

= sgpllA(k") O +x) F=0a+ ) £,
< suplA” (x'f) - '], (14)
+ sup”A -X f"

= supI,’l + supIr'l'.
n n
By condition (10), there exists a constant K > 0 such that
(1)
sup| Ay, < K. (15)
nk
Hence, from (13), we compute
" (n) A A
supl,/ < supll Al ' f], + [ ..
A
<(K+1)|x f“p,w (16)

<(K+1e.
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For every function f € L P’w(R) the inequality
I, < @nirl 1] )

implies that L , ,(-A, A) € L ,(=A, A). Since the space of con-
tinuous functions is dense in L »(—A, A), given fel (R,

for each ¢ > 0, there exists a continuous function ¢ on
[-A, A] satistying the condition ¢(x) = 0 for x| > A such
that

I(f-9) xfllp (18)

+1) ) l/P
Using the inequalities (15) and (18), we get

supt =supla (1) ~ i1,
< sup|4?’ (1 - ) xfllp,w

wsup|ay” (o) - ond],, + | - ),

< sgp"A(k") (<PX1 ) PXi “pw
(19)

On the other hand, since X? 'yl = 0 for some A, > A,
we get the inequality

supllAl” (oxt) - ox?,.,
=sup|(x" +6") AL (o) - (i + 267 ot
< sup|[4f” (oxt") - oxi' 1",
+suplic A (ot
(20)

Now, by supposing that M, = max;.g lp()|x (1), we get

ERIEO

1/p

n P

—sup( [ AP (o) w v at)

n |t|>A,

, 1p (21)

sM(,,sup(J |A(k”)(1;t)— 1| w(t)dt>
[t|>A,

n

A Ve
+ M"’(JR x5 w(t) dt) .

Since w € L,(R), we can choose the number A, such that

!

(JR o) dt)up < As/[— (22)

¢

Using this inequality, we have

sgp"X;”A(;) (9")(?)”1,,“, < McpSgP“A(k") (Lx) - 1“19«0 +e.

(23)
As a corollary, we get the following inequality for sup,,I':
! ! (n)
supl, <2e + Mq,sup“Ak (1;x) - 1“?(»
n n (24)

+sup|[42 (ox1') - o 11",

Since gy} is a continuous function on [-A, A], for any
given &' > 0, there exists a 8 > 0 such that

lo ) 1 0) - 90 x (0] < €'+ 2M,, ¢ 6") . (29)

Furthermore, this inequality also holds in the case that t €
[-A, A] and that x € [-A;,—A) U (A, A,] since <p(x)Xf\(x) =
0 and ¢(t) Xf(t) are continuous. So, we have

supl [45” (ox1") - o] 41",
< supl[AY (lp ) 1" ) - 9 () 1" s %) i @,

+suplp () x1' () (47" (10 = 1),

2M, )
<(s +8_A +M >sup||A (1; x)—l"

62¢Asup||A(”) (t;x) - x“

2M,

+73up"A(") (t x) x2||

pw’

(26)
Using (24) and (26), we can write

sup Ir'l
n

2M,
<3¢ + (s’ + 82‘PA2 + 2M<p) s%p“A(kn) (1;x) - I“P,w

M
+ (qu)ASliP"A(I?) (t;x) - x“p,w

2M,
62

2
-]

(27)



Then we obtain the following equality for (14):
supl 4y’ f = 1],
<3 +(K+1)e+C {sup"A(k”) (1;x) — IHPw

+sup|Ay! () -,

csupa? (P5) -2 ]
(28)

where C := max{e’ + (2M,/6°)A% + 2M,, (4M,/8%)A,
M, /8%)}. By the hypothesis of theorem and arbitrarity of &
and &', supnllA(:)f - f"P,w — 0ask — oo which is desired
result. O

Now we give an example of a sequence of positive linear
operators which satisfies the conditions of Theorem1 in
weighted space L, ,(R).

Example 2. We choose w(x) = e *. Note that this selection of
w satisfies condition (1). Also note that for 1 < p < co

L, R ={fiR—>R:e™f(x)eL,®R)}. (29)

Also A" = C for each n where C is the Cesdro matrix; that
is,

1<j<k, (30)

otherwise.

The Kantorovich variant of the Szdsz-Mirakyan operators
[18] by replacing f(sb,/k) with an integral mean of f(x) over
the interval [(s + 1)b,/k, sb/k] is as follows:

(s+1) Jk

Sk (fix) = bkkzpk,s (x)J f@)adt,
s=0 S

bk 31)
keN, x€[0,b),

where (b,) is a sequence of positive real numbers satisfying
the condition

b

AR
(32)
N
P (x):= e_kx/b"(ki), s=0,1,2,....
’ slbg
It is known that
S (1;x) =1 S (t'x)—x+ﬁ
k > ] k \b> - 2k)
. (33
2.0\ _ .2 k
Sk(t ,X)—X +TX+W.
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Furthermore by simple calculations, we obtain

supllai? (0 -1, =0,

sup|AY (5x) - x| = i||1|| iﬁ
A o 2k PO

(n) (,2 2 (34)
sup| 4y (%) =],
2 b1 kb
< %nxup,wj;7 + ﬁulup,wjzzlj—z-
Also,
()
supl 4], .,
(35)
= A (£ .
EITAR

Hence, conditions (10), (11) are provided which means
that for any function f € L, ,(R), we have

limsupll4i” f - 1], = 0. (36)

Also, analogue of Theorem1 for the space of function
of several variables can be obtained. Now, we establish this
theorem. For the sake of convenient notation, we present our
second results on L, o(R™), m € N, instead of L, o(R") to
avoid any confusion about the indices of & = {A"}.

Theorem 3. Let of = {A"} be a sequence of infinite matrices
with nonnegative real entries and let {L ;} be a sequence of pos-
itive linear operators from LP,Q(R'") into LP)Q(IR”'). Assume
that

(n)
sup|A < 00.
HE” kllL,g—L,0 (37)

If

liin sgp"A(:) (1;x) — 1";,,9 =0,

. (n) . _ .
hinsgp“Ak (t5x) - xi"P,Q =0, i=12...,m, (38)
li A(n) ¢ 2; _ 2 =0,
imsuplA3? (16 ) 1t
then for any function f € L, o(R™), one has
; () £ _ -
11]131 st;p“Ak f f"Pﬂ =0. (39)
Proof. Considering the characteristic function x?* of the ball

Ix| < Aand x2'(t) = 1 — xX(¢t), it is possible to choose a
sufficient large A such that

[ ®,, <& (40)
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On the other hand, by condition (37) there exists a pos-
itive constant K such that IIA(k") "p o < K, and so, for given

¢ > 0, there exists a continuous function 6 on |x| < A
satisfying the condition 6(x) = 0 for |x| > A such that

!
&€

(K+1) (max|t|<AQ (t))l/p

=000 <

(41)

Keeping in mind the fact that the series (9) is a conver-
gence for each k, n, and f, and using the linearity of the oper-

ators L ;, which means the linearity of A® K > we get

sup| AL f = f]], o < sup]A’ (x'0) - 19,

42)
+(K+De+e.
Let A, > A, so we also have
supl 45 (x3'0) - xi'e]
< sup] [A}” (x10) - 0] 11"
(43)

+ Mosop|al ) -1,

A
Mol o

= maxX,epn|0(f)] Xf‘(t). Furthermore, we can
choose A, such that ||)(f1 ||pQ < ¢'/Mj, and for sufficiently

where M,

large k, we estimate supnIIA(k")(l) - lllp,Q < &'/M,. Using

these estimations in (42), we obtain
sup| AL f = £, = sup|[A” (x0) - 0] w1
+(K+1)e+3€.

Since

|X1 o) - x (x)e(x)| <e +2M9| 5 ' (45)
we can write
sup|Af = 1],
< (K+1)e+4'K|Q)"

(1+ A)? .
A Jsupllaf (W) -] e

+2M,
m
+ ;sgp"A(kn) (t;x) - xi"p,o

+suplAQ (1) - 1||p,0} .

5
Using the conditions of theorem, we have
(n)
sup| A f = £,
1+A)>
< (K +1)e+ 4 KIQIF + 20, “;2 )
8¢l &e; 8%e;
2M,(1 +A) 2M9(1 +A) 2My(1 + A)?
=(K+1)e+4e K||Q||1/P +& +me; +&,,
(47)
which means that
: (n) _
11]1;11 stip“Ak f- f"Pﬂ =0. (48)
O

Now we give the following example.

Example 4. We choose Q(x, y) = e *7. Note that this selec-
tion of Q) satisfies condition (3). Also note that, for 1 < p <
0,

Lyo(R*)={f:R*—>R:Q(xy) f(x) e L,(R*)}.
(49)

Also A" = C for each n where C is the Cesdro matrix, that

1
Ck.: k’
"o

The Kantorovich variant of the Szasz-Mirakyan operators
[18] by replacing f(tb./k,sb./k) with an integral mean of
f(x, y) over the interval [(t + 1)b./k,tb./k] x [(s + 1)b/
k, sb./k] is as follows:

is;

1<j<k (50)

otherwise.

20000

bzzzpkts(x y)

k t=0s=0

Sc(fix,y) =

(t+Db/k ¢ (s+1b /K (51)
% J J f (u,v)dudv,
th [k sb[k

keN, x,y€[0,b,),

where (b,) is a sequence of positive real numbers satisfying
the condition

. b .
Jm im0 lmbhoco
—kx (kx) (ky) 52
Py (3, y) = e /b T 2
t,s=0,1,2,....



It is known that

) (l;x,y) =1,

S (w5 x, ) :x+§—1;<,
be
S 5 X = 1
k(mxy) =yt o) (53)

Sk (u2 +%x, y)

26

2
:x2+y2+%(x+y)+3?.

Furthermore we obtain

sgp“A(k") (Lx,y)- 1";,,9 =0,

k b.
sup| A (wix. ) - ], = ﬁulup,ﬂj_Zj,

. 1 b
supl Ay’ (vix, y) =y, = inlnp,ggl;ﬂ (54)

supl A (1 + s, y) = (7 + )]

2 £b 2 £ b}
< —lx+ =+ Il =
k" y"p,Qj;] 3k p,Qj:ZIJZ

Also,

sup " A(,?)
nk

LP)ﬂ — Lp,ﬂ

(55)
=sup sup

k|11 —IHA(’?) (fi ) < 0

Hence, conditions (10) and (11) are provided which means
that for any function f € L P,Q(Rz), we have

liinsgp"A(}:‘)f - f"p,Q =0. (56)
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